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Supersymmetry (SUSY)
- Theoretical model of new physics, introducing a symmetry between fermions 

and bosons 

- Predicts > 2 times the amount of particles we know from experiment:  
SM particles and SUSY partners of these particles 

- In perfect SUSY: SM particles and their partners only differ in spin 
In broken SUSY: e.g. masses may differ, but coupling types are identical
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Supersymmetry (SUSY)
- Minimal version (MSSM) adds ~O(100) free parameters 

- ~19 parameters if only looking at the phenomenologically relevant ones 
(pMSSM) 

Regardless: SUSY has not been discovered (yet), so…
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The Analysis Problem
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The Plot Problem
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Getting to know our machinery

Machine Learning



Machine Learning
- Statistics of big data 

- Prediction of data properties based on example (training) data via smart 
interpolation 

- Wide range of algorithms…  
(e.g. boosted decision trees, k-nearest neighbours, neural networks) 

- … and applications
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Examples of Machine Learning
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Examples of ML in HEP
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All these are examples 
of property prediction



Property prediction

11

f(x) predicts y

Data X  
with known 
property y

Training Machine Learning 
algorithm f(x)



Property prediction
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Property prediction
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The idea

Training data    
>300,000 model points in pMSSM with exclusion as determined by: 

   -  ATLAS at 8TeV [arXiv: 1508.06608]  
   -  Barr & Liu at 13TeV [arXiv: 1605.09502] 

All data has correct Higgs mass and relic density (upper limit), and is not 
excluded by precision experiments (LHCb, e.g. Bs decay) or by LUX or Xenon100 

Algorithm 
Random Forest (a smartly constructed set of decision trees) in scikit-learn Python 
package

Machine Learning as a tool to reinterpret 
experimental results and to determine the 

exclusion of model points
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The idea
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What is the problem exactly?

Data and Approach



Dataset: pMSSM
1. R-parity is conserved

2. No symmetry breaking mechanism is 
assumed

3. Minimal flavour violation 

4. Lightest neutralino is the lightest SUSY 
particle

5. First two sfermion generations are mass 
degenerate 

6. First two generations have negligible Yukawa 
couplings 
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Analyses
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Dataset: pMSSM
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Decision trees
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Boosted decision trees
- Trees are combined (ensemble) into single classifier 

- Each next tree is trained on same data set with updated weights, so misclassifications of 
previous tree(s) are predicted better

Training data
Weights

Datapoints

Updated weights
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Random Forest (1/2)
- Combination of multiple decision trees (ensemble), prediction by majority vote 

- Introducing the randomness in the forest: trees are constructed with bagging (each tree 
trained on unique subset of training data)

Training data

Subset 1 Subset 2 Subset 3
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Random Forest (2/2)
- Subsets are of the same size as training data set and data points are selected with 

replacement     —>      same datapoint can be selected multiple times 
                                    ~63.2% of model points in subset are unique 

- Moreover, only subset of parameters is considered at each node to split on
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Training data

Subset 1 Subset 2 Subset 3



Random Forest vs Boosted Decision Trees (1/2)
- Both are sets of decisions trees, but constructed in different ways: bagging vs 

boosting respectively 

- Boosting: train each tree iteratively to do better on the mistakes of the 
previous trees (increase weight of misclassified points by previous tree) 

- Bagging: introduce randomness in training of the trees and average over 
them. 

- Both bagging and boosting are well understood methods to reduce 
overtraining.
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Random Forest vs Boosted Decision Trees (2/2)
- Boosting reduces in theory both bias and variance, but does tend to overfit 

sometimes. It uses shorter trees and is faster in training and use. 

- Bagging is less sensitive to outliers and its output is more closely linked to 
prediction confidence.  
Also: out-of-bag estimation
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Out-of-bag estimation
- Only ~63.2% of training data is used in training of a 

single tree 

- Use remaining 37.8% for independent testing 

- This can be done for every single tree in the forest 

- Lots of trees —> independent test on all training data 

- Combined output is independent prediction by forest 
on its training data —> useful for testing purposes 
     No train:test split needed!

Subset 2

 
63.2% 

randomly selected

Training data
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Random Forest configuration
Optimal configuration was found via a grid search 

- Number of trees  
      900 

- Maximum features considered each split  
       12 (out of a total of 19) 

- Maximum depth of each individual tree  
       30
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Applying Machine Learning

Results



Out-of-bag vs train:test split
Accuracy: 
      (TP+TN) / all 

Precision: 
      TP / (TP+FP) 

Sensitivity 
      TP / (TP+FN) 

Negative prediction value  
      TN / (TN+FN) 

Specificity 
      TN / (TN+FP)

  T F i   P N i

‘True’ 
Prediction is correct

‘False’ 
Prediction is incorrect

‘Positive’ 
Predicted to be allowed

‘Negative’ 
Predicted to be excluded
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Introduction to ROC curves
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ROC curve

31



Comparison to model for human
- 20 individual decision trees with 

maximum depth of 5  
(=21 cuts in parameter space) 

- Markers are placed at value for 
cut with the highest accuracy
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Spot the differences
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Spot the differences
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Performance gluino vs neutralino1
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Performance gluino vs neutralino1
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Performance gluino vs neutralino1
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Performance M1 vs mu
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Performance mA vs tan(beta)
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Zoomed in



Improving predictions

Confidence



Confidence

- Allows for requiring minimum degree of confidence
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Performance gluino vs neutralino1
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Confidence (>95%) gluino vs neutralino1
99.1% accuracy on 70.6% of total data @ 8TeV               99.0% accuracy on 68.0% of total data @ 13 TeV
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Confidence (>99%) gluino vs neutralino1
99.7% accuracy on 51.6% of total data @ 8TeV               99.7% accuracy on 47.6% of total data @ 13 TeV



Performance M1 vs mu
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Confidence (>95%) M1 vs mu
99.1% accuracy on 70.6% of total data @ 8TeV               99.0% accuracy on 68.0% of total data @ 13 TeV
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Confidence (>99%) M1 vs mu
99.7% accuracy on 51.6% of total data @ 8TeV               99.7% accuracy on 47.6% of total data @ 13 TeV



Performance mA vs tan(beta)
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Zoomed in
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Zoomed in
Confidence (>95%) mA vs tan(beta)
99.1% accuracy on 70.6% of total data @ 8TeV               99.0% accuracy on 68.0% of total data @ 13 TeV
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Zoomed in
Confidence (>99%) mA vs tan(beta)
99.7% accuracy on 51.6% of total data @ 8TeV               99.7% accuracy on 47.6% of total data @ 13 TeV



Out-of-bag vs train:test split
Accuracy: 
      (TP+TN) / all 

Precision: 
      TP / (TP+FP) 

Sensitivity 
      TP / (TP+FN) 

Negative prediction value  
      TN / (TN+FN) 

Specificity 
      TN / (TN+FP)

  T F i   P N i

‘True’ 
Prediction is correct

‘False’ 
Prediction is incorrect

‘Positive’ 
Predicted to be allowed

‘Negative’ 
Predicted to be excluded
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ROC curve

52

Zoomed in



Can it always be used?

Applicability



mSUGRA

54



Outlier mapping

Sampled parameter space

Training data

Search sensitivity
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mSUGRA with mapping
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So SUSY-AI is also 

applicable outside the 

range of the training 

data!



Other contexts
• Zoomed in parts of pMSSM 

• CMS Analyses 

• Exclusion based on other experiments (Xenon100, IceCube etc.) 

• Higgs likelihood based on kappa values 

• Dark Matter models 

• … This ML application can be 

applied to any model space!

Also yours!



and about the software

Conclusions



SUSY-AI
- Algorithms (both 8TeV and 13TeV) are publicly 

available at http://susyai.hepforge.org  
 
 
 
 
 

- Up to 5,000 model point predictions per 
second / CPU

Modelpoint

excluded / allowed
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http://susyai.hepforge.org


SUSY-AI online
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http://www.susy-ai.org/

http://www.susy-ai.org
http://www.susy-ai.org/


- We created a Machine Learning algorithm that can 
predict model point exclusion in a fraction of a second 

- Website is online and algorithm is publicly available 
(you can start applying LHC limits to your data right 
away!) 

- It works within the general pMSSM, but method is not 
limited to this parameter space (let me know if you 
have data!) 

- Algorithm can be stored: method can be used to 
communicate multivariate results and analyses

Conclusion
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Back-up



Performance M1 vs mu
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Performance mA vs tan(beta)
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Confidence (>95%) gluino vs neutralino1
99.1% accuracy on 70.6% of total data @ 8TeV               99.0% accuracy on 68.0% of total data @ 13 TeV
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Confidence (>99%) gluino vs neutralino1
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99.7% accuracy on 51.6% of total data @ 8TeV               99.7% accuracy on 47.6% of total data @ 13 TeV



Confidence (>95%) M1 vs mu
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99.1% accuracy on 70.6% of total data @ 8TeV               99.0% accuracy on 68.0% of total data @ 13 TeV



Confidence (>99%) M1 vs mu
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99.7% accuracy on 51.6% of total data @ 8TeV               99.7% accuracy on 47.6% of total data @ 13 TeV



Confidence (>95%) mA vs tan(beta)
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99.1% accuracy on 70.6% of total data @ 8TeV               99.0% accuracy on 68.0% of total data @ 13 TeV



Confidence (>99%) mA vs tan(beta)
99.7% accuracy on 51.6% of total data @ 8TeV               99.7% accuracy on 47.6% of total data @ 13 TeV
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Feature importances
- Splits in Decision Trees are made based 

on Gini impurity 

- Weighted impurity (variable importance) 
per feature can be calculated via: 

- Significant differences in variable 
importance between features!
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Learning curve
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Sparsity
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Sparsity
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95% CL



Sparsity
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99% CL



Sparsity
- Errors in low energy region can be taken care of by applying confidence limits 

- However: comes at the cost of sensitivity due to data sparsity 
       —> more data is needed

95% CL 99% CLAll
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Natural SUSY
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Out-of-bag vs train:test split
Accuracy: 
      (TP+TN) / all 

Precision: 
      TP / (TP+FP) 

Sensitivity 
      TP / (TP+FN) 

Negative prediction value  
      TN / (TN+FN) 

Specificity 
      TN / (TN+FP)

78



SUSY-AI Online
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