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Supersymmetry (SUSY)
- Theoretical model of new physics, introducing a symmetry between fermions 

and bosons 

- Minimal version (MSSM) adds ~O(100) free parameters 

- ~19 parameters if only looking at the phenomenologically relevant ones 
(pMSSM) 

- No superpartners are discovered yet…
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The Plot Problem
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The Analysis Problem
- Often analyses are only done on simplified models 

- Detector simulations only available within the experimental collaboration 

- Determination of exclusion of a single model point is resource intensive
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(~O(CPU hours))



Machine Learning
- Statistics of big data 

- Prediction of data properties based on example (training) data via smart 
interpolation 

- Wide range of algorithms…  
(e.g. boosted decision trees, k-nearest neighbours, neural networks) 

- … and applications 
(e.g. health care, advertising, finance, spam detection, car auto pilots)
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Machine Learning
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f(x) predicts y

Data X  
with known 
property y

Training Machine Learning 
algorithm f(x)
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Machine Learning 
algorithm f(x)
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Machine Learning
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The idea
Training data    
>300,000 model points with exclusion as 
determined by: 

   -  ATLAS at 8TeV [arXiv: 1508.06608]  
   -  Barr & Liu at 13TeV [arXiv: 1605.09502] 

All data has correct Higgs mass and relic density, 
and is not excluded by precision experiments 
(LHCb, e.g. Bs decay) or by LUX or Xenon100 

Algorithm 
Random Forest (a smartly constructed set of 
decision trees) in scikit-learn Python package

Machine Learning as a tool to reinterpret 
experimental results and to determine  

the exclusion of model points
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Performance gluino vs neutralino1
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Performance gluino vs neutralino1
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Performance gluino vs neutralino1
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Performance M1 vs mu
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Performance mA vs tan(beta)
93.2% accuracy @ 8TeV               92.7% accuracy @ 13 TeV
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Confidence
- Predicted exclusion is continuous (value between 0 and 1), can be associated 

with degree of confidence on prediction 

- Allows for requiring minimum degree of confidence
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Confidence (>95%) gluino vs neutralino1
99.1% accuracy on 70.6% of total data @ 8TeV               99.0% accuracy on 68.0% of total data @ 13 TeV
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Confidence (>99%) gluino vs neutralino1
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99.7% accuracy on 51.6% of total data @ 8TeV               99.7% accuracy on 47.6% of total data @ 13 TeV



Confidence (>95%) mA vs tan(beta)
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Confidence (>99%) mA vs tan(beta)
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99.7% accuracy on 51.6% of total data @ 8TeV               99.7% accuracy on 47.6% of total data @ 13 TeV



SUSY-AI
- Algorithms (both 8TeV and 13TeV) are publicly 

available at http://susyai.hepforge.org  
 
 
 
 
 

- Up to 5,000 model point predictions per 
second / CPU

Modelpoint

excluded / allowed

20

http://susyai.hepforge.org


SUSY-AI online
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http://www.susy-ai.org/
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[arXiv:1605.02797]

- We created a Machine Learning algorithm that can 
predict model point exclusion in a fraction of a second 

- It works within the general pMSSM, but method is not 
limited to this parameter space (let me know if you have 
data!) 

- Algorithm can be stored: method can be used to 
communicate multivariate results 

- Website is online and algorithm is publicly available 
(you can start applying LHC limits to your data right 
away!)

Conclusion
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Back-up slides



Confidence (>95%) M1 vs mu
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99.1% accuracy on 70.6% of total data @ 8TeV               99.0% accuracy on 68.0% of total data @ 13 TeV



Confidence (>99%) M1 vs mu
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99.7% accuracy on 51.6% of total data @ 8TeV               99.7% accuracy on 47.6% of total data @ 13 TeV



Parameters
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Analyses run by ATLAS
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Decision trees
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Random Forest (1/2)
- Combination of multiple decision trees, prediction by majority vote 

- Introducing the randomness in the forest: trees are constructed with bagging (each tree 
trained on unique subset of training data)

Training data

Subset 1 Subset 2 Subset 3
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Random Forest (2/2)
- Subsets are of the same size as training data set and data points are selected with 

replacement     —>      same datapoint can be selected multiple times 
                                    ~63.2% of model points in subset are unique 

- Moreover, only subset of parameters is considered at each node to split on
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Training data

Subset 1 Subset 2 Subset 3



Out-of-bag estimation
- Only ~63.2% of training data is used in training of a 

single tree 

- Use remaining 37.8% for independent testing 

- This can be done for every single tree in the forest 

- Combined output is independent prediction by forest 
on its training data —> useful for testing purposes (no 
train:test split needed!)

Subset 2

 
63.2% 

randomly selected

Training data

31



Out-of-bag vs train:test split
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Construction of confidence measure
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Random Forest configuration
Optimal configuration was found via a grid search 

- Number of trees  
      900 

- Maximum features considered each split  
       12 (out of a total of 19) 

- Maximum depth of each individual tree  
       30
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Random Forest vs Boosted Decision Trees (1/2)
- Both are sets of decisions trees, but constructed in different ways: bagging vs 

boosting respectively 

- Bagging: introduce randomness in training of the trees and average over 
them. 

- Boosting: train each tree iteratively to do better on the mistakes of the 
previous trees (increase weight of misclassified points by previous tree) 

- Both bagging and boosting are well understood methods to reduce 
overtraining.
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Random Forest vs Boosted Decision Trees (2/2)
- Bagging is less sensitive to outliers (it tries to correctly classify all data points) 

and its output is more closely linked to prediction confidence 

- Boosting reduces in theory both bias and variance, but does tend to overfit 
sometimes. It uses shorter trees and is faster in training and use. 

More pragmatic approach:  
Random Forest not in TMVA (though hard to find), Boosted Decision Trees not in 
scikit-learn
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ROC curve
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Comparison to model for human
- 20 individual decision trees with 

maximum depth of 5  
(=21 cuts in parameter space) 

- Markers are placed at value for 
cut with the highest accuracy
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